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Not limited to chatbot (e.g. TTS)



Inconsistent
[Li, et al., ACL'16]

message Where do you live now?
response 1 live in Los Angeles.

message In which city do you live now?
response 1 live in Madrid.

message In which country do you live now?
response England, you?

message Where were you born?
response 1 was born in Canada.

message Where are you from?

response England, you?

message Where did you grow up?
response | grew up in Texas.

message How old are you?

response 16 and you?

message What's your age?

response 18.

message What is your major?

response 1'm majoring in psychology
message What did you study in college?
response English lit.

Chatbot usually chooses short and boring sentences

(e.g. “l don’t know”).



Controllable Response Generation

How are you?

seqg2seq
\ 4 ‘e
“‘ “ “‘ ......
IR N . e,
“‘ 0‘ .....
Persona Emotion Character
autumn is my favorite season (say something (pretend you
1 have a turtle named timothy “angry”) are “Trump”)

1 love to meet new people
my parents are living in bora bora




Controllable Response Generation

User: Worst day ever. I arrived late because of the traffic.

Basic Seq2Seq: You were late.

ECM (Like): I am always here to support you.

ECM (Happy): Keep smiling! Things will get better.
ECM (Sad): 1t’s depressing.

ECM (Disgust): Sometimes life just sucks.

ECM (Angry): The traffic is too bad!

chat context 'What are you doing?

Twitter bot i’m just chilling with my dad, i’m just

sitting in the Kitchen and listening to music

Star Wars bot  1’m doing my magic solo.
Hillary bor i’m running for president, i’m going to be
talking about some of these things
Trump bot 1"m building a wall, right now
Kennedy bor today, i am asking the congress for a new
program to make a new effort to increase
the tax privileges and to stimulate

Emotional

Chatting Machine
[Zhou, et al., AAAI'18]

Characters
[Wang, et al., EMNLP’17]



MAML: https://www.youtube.com/watch?v=EkAqYbpCYAc

Approach 1: Directly Fine-tune
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How are you? | am good.

seg2seq

* Fine-tuning with limited data is easy to overfit.

« MAML: initial parameters only need a few dialogue
samples to adapt. [Lin, et al., ACL'19]



Approach 2: Control by Condition

Training Today is awesome
! 1 I
1 1 1
How IS today 1: positive
0: negative
(" ) _
Input: How is today? Input: How is today?
Response: Today is awesome. | Response: Today is bad.
Positive Negative
. (Positive) (Negative)




Approach 2: Control by Condition

Training Today is bad
! 1 I
1 1 1
How IS today 1: positive
0: negative
( .
Input: How is today? Input: How is today?

Response: Today is awesome. | Response: Today is bad.
(Positive) (Negative))

\




Approach 2: Control by Condition

Testing ? ? ?

I I |
I love  you You decide

[ — 1.0 Response: |love you, too.

- Response: | am not ready to
-0 start a relationship.



Approach 2: Control by Condition

message Where 1s your hometown?

baseline 1 was born in Canada.

° Persona_based model user!/ I'm from England.

user2 I'm from Manchester.
[Li, et al., ACL'16] user3 1'm from Liverpool.
user4 England. You?

Tar userd My hometown.

Source
user6 I'm from Texas.

Peee Peee > P00 @ » 2099 l[.S'€r7 I,mfromLA,

user8 England.
user9 1 was born here.

userl( 1 was born in the us.

[
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message What did you have for dinner? message What company do you work for?
baseline 1 had fish and chips. baseline 1 work for a company.
user! Thad spag bol. userl Tdon’t have a job.
user2 Chicken and chips. user2 1’m a manager.
user3 Chicken and rice. user3 T'm working. #
user4 Fish and chips. user4 1 work for a company.
user> I had spag bol. userd I'm working. #
user6 I had Mexican food. user6  Customer service.
user/7 Salad... user/ 1 work in retail.
user8 1 had chicken and chips. user8 T work in a cafe.
user9 1 had spag bol. user9 I work at a gas station.

userl) Pizza. userl/0 1don’t know #




Approach 2: Control by Condition

* Emotional Chatting Machine

User: Worst day ever. I arrived late because of the traffic.

Basic Seq2Seq: You were late.

ECM (Like): I am always here to support you.

ECM (Happy): Keep smiling! Things will get better.
ECM (Sad): It’s depressing.

ECM (Disgust): Sometimes life just sucks.

ECM (Angry): The traffic 1s too bad!

[Zhou, et al., AAAI'18]



Approach 2: Control by Condition

e Conditional Transformer Language model (CTRL)

Prepend the control code in front of [Keskar, et al., arXiv'19]

token sequence.

Books w; w, w; ...
http://speech.ee.ntu.edu.tw/~tlkagk/ W, W, Wj

Control Code  Description
Wikipedia English Wikipedia

Books Books from Project Gutenberg

Reviews Amazon Reviews data (McAuley et al.; 2015

Links OpenWebText (See Sec.|3.2)

Translation WMT translation date (Barrault et al.;, 2019)

News News articles from CNN/DailyMail Nallapati et al. (2016), New York Times
and Newsroom (Grusky et al., 2018)

multilingual Wikipedias in German, Spanish and French

Questions (Questions and answers only) MRQA shared task (See Section|3.1)

Explain (Only main post) (Fan et al., 2019)

Sub-reddit data (Title, Text and Score/Karma) collected from pushshift.io.
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Links https://www.cnn.com/2007/09/20/us-president-meets-british-pm
LONDON, England (CNN) — U.S. President George W. Bush met with British Prime Minister Tony
Blair on Monday to discuss the war in Iraq, according to a statement from Blair’s office.\n\nThe
meeting was held at 10 Downing Street and lasted about an hour.\n\n”The two leaders discussed
Iraq and other international issues of mutual concern,” said Blair.\n\nBush, who is scheduled to
meet Wednesday with Russian President Vladimir Putin, will also visit Germany for talks later this
week.\n\nln his statement, Blair said, ”"We agreed that we should continue our efforts together to
bring peace and stability to Iraq. We both reaffirmed our commitment to working closely together,
as well as to continuing to work constructively toward achieving lasting security and prosperity
throughout the Middle East region.”\n\nBush’s trip comes after he visited Britain last week where he
spoke out against terrorism while visiting Buckingham Palace.\n\nHe has been criticized by some
lawmakers over what they say are insufficient military resources being devoted to fighting terrorism.

Links https://www.cnn.com/2014/09/20/us-president-meets-british-pm
JUST WATCHED\n\nObama meets with British PM\n\nMUST WATCH\n\nStory
highlights\ n \ nPresident Barack Obama met with Britain’s Prime Minister David Cameron

Links https://www.cnn.com/2018/09/20/us-president-meets-british-pm
JUST WATCHED\n\nTrump and May meet for first time\n\nMUST WATCH \ n\ nWashington
(CNN) President Donald Trump, who has been criticized by some in the UK over his decision to leave
the European Union, met with British Prime Minister Theresa May, a White House official said on
Thursday.



Approach 2: Control by Condition

Persona 1 | Persona 2

[ like to ski [ am an artist

My wite does not like me anymore I have four children

[ have went to Mexico 4 times this year | I recently got a cat

[ hate Mexican food [ enjoy walking for exercise

[ like to eat cheetos I love watching Game of Thrones

i
ello ! How are you today ?

[PERSON 1:] H
[PERSON 2:] H
[PERSON I:] I am good thank you , how are you.

[PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thrones.
[PERSON 1:] Nice ! How old are your children?

[PERSON 2:] I have four that range in age from 10 to 21. You?

[PERSON 1:] I do not have children at the moment.

[PERSON 2:] That just means you get to keep all the popcorn for yourself.

[PERSON 1:] And Cheetos at the moment!

[PERSON 2:] Good choice. Do you watch Game of Thrones?

[PERSON 1:] No, I do not have much time for TV.

[PERSON 2:] T usually spend my time painting: but, I love the show. PERSONA-CHAT

[Zhang, et al., ACL'18]



Approach 2: Control by Condition

 TransferTransfo  [Wolf, et al., NeurIPS workshop’18]

Persona
autumn is my favorite season
i have a turtle named timothy * Order of personality sentences
i love to meet new people
my parents are living in bora bora doesn’t matter
Dialogue history
Usr: | hi., tell me about yourself * The dataset can be augmented
Sys: | ihave a pet turtle that i love ! his name is timothy .
Usr: | that is cool . i like fantasy videogames . do you play any ? by d |ffe rent o rd ers
Sys: | not really . 1 like hanging out with people in person
personality input response
-
Word . .
Embeddings | | like | to | ski JHello ’ ! | How | are | y:-u | today | ? Q1! | am | good | thank | you
Dialog state Tokens
Embeddings Embeddings
y +
beddings [ T T
Embeddings J




Approach 3: Monologues Only

 The previous approaches need the dialogues with

specific characteristics.
 What if we only have monologues

O: : | | found a stain on the cushion. |

Moni
Input Message Wait! | got soap and sponges oniea
and polishing compound.
No! That's where | sit. The seat is ideally Sheldon
located both in relation to the heat source...

Trump
I'll have that cleaned up later. |

Dialogue Generation model

—_—

——

EOpenﬂomajn dialogue
I

(training data)

200

—_—
H-..____________....-"
'H..____‘______.____...-"
‘--_.,____________,._.-#
Monica's monologue
(training data)
‘-L_.___‘__________..,-'
——
Sheldon's
monologue
~(training data)
— T

b.'"‘—'———-_-———'—""""I
— ]
"“—-——-——_——-—-—""

Trump's monologue

(training data)
‘-._________ ________,...-’




[Wang, et al., EMNLP’17] T |

Approach 3: Mc

* Rank: selecting sentences

* Multiply:
* Train a language model by monologue
* Using the language model to influence chatbot response

 Pseudo Data:

Monologue — Dialogue

What'’s your goal in life?

input response

Make America great again

' What do you want to do?

response Reverse input
| want to build a wall.



Approach 3: Monologues Only

[Luan, et al., [JICNLP’17]

encoder decoder

= DIALOG HISTORY RESPONSE
] : .
72 - H .
~ 9 ow can I get rid Source r "

| ’ m not sure either.
4 of this error? LSTM
B |
5 OTHER DATA OTHER DATA
=
8 [ : [ :
g Reboot the system when iosl,l;;: Reboot the system when
S an error message pops out. an error message pops out.
=
<

shared parameters

. Monologue




Approach 3: Monologues Only

In monologue or not?

Today is bad

I I I
! 1 1 Update parameter to fool the classifier
How is  today (by RL or GAN)
Extra * Constrain the amount of update

Constraint . Train a model to predict input from response




Approach 3: I\/Ionologues Only

monoclogue """ » Sentiment
CIa55|f|er

positive
sentences Today is \bﬁqvl good
I ] !

! 1 1 Update parameter to fool the classifier
How IS today (by RL or GAN)

Extra * Constrain the amount of update

Constraint . Train a model to predict input from response




Demo Ppositive sentences  [Lee, et al., ICASSP, 2018]

* Human: yeah, i’'m just less interested in the how-to
and more in the what and why of the things we build

* General Chat-bot: it’s not a good thing .

* Positive Chat-bot : it’s a good one

 Human: always learning and self improving is a huge
turn on for me so believe me i understand

* General Chat-bot: i'm not sure if i can see you in a
relationship

* Positive Chat-bot : i love you so much




More examples: https://adelaidehsu.github.io/Personalized-
Dialogue-Response-Generation-learned-from-Monologues-demo/

Demo [Su, et al., INTERSPEECH’19]
BIOACITRIICRAEE  No, just stop. General
Response

He's a
good kid.


https://adelaidehsu.github.io/Personalized-Dialogue-Response-Generation-learned-from-Monologues-demo/

Plug & Play Language Models

[Dathathri, et al., ICLR’20]
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[Dathathri, et al., ICLR’20]

delicious

Attribute Model p(a|x) ]




Next Step

Control the response
of chatbot

e.g. always say something
positive

My boss always asks

1 me to do the dirty work.

A
Oh, that’s nice. ~EEB

(positive)

[Shin, et al., ICASSP’20]

Control the response of

interlocutor

My boss always asks
me to do the dirty work.



Concluding Remarks

Approach 1: Directly Fine-tune

Approach 2: Control by Condition

Approach 3: Monologue only
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